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Bayesian deep learning

For example:

1 y = []
2 for _ in xrange(10):
3 y.append(model.output(x, dropout=True))
4 y_mean = numpy.mean(y)
5 y_var = numpy.var(y)
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Bayesian deep learning

I What if we could capture uncertainty in modern computer vision?
I Detect anomalies with image data
I Identify adversarial examples
I Learn with small amounts of labelled image data
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Uncertainty in Computer Vision

I Not a new idea...
I Particle filtering [Blake, Curwen, and Zisserman, 1993],
I Conditional random fields [He, Zemel, and Carreira-Perpinan, 2004]

I Using BDL we can estimate uncertainty for modern computer
vision models.
E.g., Segnet: [Badrinarayanan, Kendall, and Cipolla, 2015]

I But what uncertainty do we even want?
There are many different types of uncertainty, including:

I Aleatoric uncertainty, capturing inherent noise in the data
I Epistemic uncertainty, capturing model’s lack of knowledge
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Uncertainty in Computer Vision

I Aleatoric uncertainty, capturing inherent noise in the data

I Epistemic uncertainty, capturing model’s lack of knowledge

What Uncertainties Do We Need in Bayesian Deep Learning for
Computer Vision? [Kendall & Gal, NIPS, 2017]
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