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What a computer sees What you see

Learning to see



  

What a computer sees

Learning to see

● Vision is our most 
powerful sense

● Unlike other senses, 
vision is developed 
after birth

● We are born without 
the capability to see



  

Learning to see

4 months: focusing, hand-eye 
coordination and interest in faces

6 months: depth perception and 
colour vision

9 months: precision grasping 
and interaction

12 months: object recognition

Source: American Optometric Association

http://www.aoa.org/patients-and-public/good-vision-throughout-life/childrens-vision/infant-vision-birth-to-24-months-of-age?sso=y


  

Learning to see

How do we learn something as complex as vision?

● Suppose, a baby experiences 1 saccade per 
second, for 8 hours a day for 365 days

● 1×60×60×8×365 = 10,000,000  training 
examples to learn to see



  

Outline of talk

1. Why do machines need to learn to see?

2. How do we teach machines to see?

3. Two exciting applications



  

What is vision?

“What is where by looking” - Aristotle 384-322 BC

“Perception is our best guess 
as to what is in the world, 
given our current sensory 
input and our prior experience”
Helmholtz 1866

This prior experience is learning

Adelbert Ames' room in 1934



  

How do humans see?

● Retinal image from 
eyes (100MP)

● Human visual 
system has over 60 
billion neurons

● Visual cortex 
transforms what we 
see into high level 
understanding 



  

Let's design a basic visual recognition system!

How do we tell if something is an apple or an 
orange?

Visual recognition



  

Visual recognition

We need to extract features
– Colour – Size

– Shape – Texture



  

Visual recognition

We can design classification rules for each 
feature



  

Now what?

Visual recognition



  

Visual recognition

● How do we design these parameters for 1,000+ 
different objects?

● How do we choose the features which describe these?
● How do we understand the confidence in our model?

We can't design this by hand – we need to learn!



  

Deep Learning

● Machine learning allows us to learn features and 
classification rules

● Deep learning allows us to learn a powerful 
hierarchical representation

● Deep learning is used today in speech, image and 
language recognition; autonomous driving, big data 
analysis and artificial intelligence



  

Deep Learning

Why is it important to learn deep, hierarchical 
representations?
It allows us to understand complex data:

 Edges/Corners

   Lines/Textures

    Objects

     Scene



  

Deep Learning

Deep convolutional neural network

Layers map input to higher dimensional representations

26 layers, 30 million parameters 



  

Model is trained with Stochastic Gradient Descent

Optimises these millions of parameters towards an objective

Low-level features      Mid-level features     High-level features

Deep Learning

Source: Zeiler and Fergus, 2014. “Visualizing and Understanding Convolutional Networks”



  

What can we learn?

● Where am I?
● What is around me?

Autonomous Vehicles Augmented Reality



  

Where am I?

Application 1: Localisation



  

Where am I?

● Relocalisation is the problem of determining 
where you are in a previously explored area

● Also known as the Robot Kidnap Problem
● Training data: images and their location
● How do we annotate images with their location? 

Surveying/GPS?



  

Let's collect some training data!

Code demonstrated from ElasticFusion: 
http://www.imperial.ac.uk/dyson-robotics-lab/downloads/elastic-fusion/ 

http://www.imperial.ac.uk/dyson-robotics-lab/downloads/elastic-fusion/


  



  

What's around me?

Application 2: Scene Understanding

http://mi.eng.cam.ac.uk/projects/relocalisation/


  

Scene Understanding, or what's around me?

Training data = images and labelled examples



  



  



  

Further information

Thank you to Prof. Roberto Cipolla and my colleagues at the 
University of Cambridge

● Tomaso Poggio, MIT Center for Brains, Minds and Machines 
cbmm.mit.edu/views-reviews/article/what-if

● Alex Kendall's Webpage 
mi.eng.cam.ac.uk/~agk34/

http://mi.eng.cam.ac.uk/projects/segnet/
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